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Introduction

This manual provides a guide for both technical and non-technical staff in Company X. It defines areas of best practice in the field of IT Systems Management and as such it draws upon the UK Government’s Information Technology Infrastructure Library (ITIL) along with practices promoted by HP, Compaq and Microsoft (Microsoft Operations Framework – MOF) among others. Other separate associated documents go together with this document to make up the main Operations Manual for Company X. These documents included security policies, standard operating procedures, change management, systems configuration guidelines, systems monitoring, etc.

Purpose

The purpose of this document is to describe an Operations Management framework for Company X’s Service Offering. Operations Management is a method to focus Information Technology (IT) organisations on those activities that provide the most value to their customer’s needs.  The intended audience is Company X’s management-level personnel, although other service partners will likely find the information pertinent to their roles and responsibilities. 

The IT Operations Management Processes that will be implemented and followed by the Company X’s staff cover the following areas:

· Service Provisioning

· Incident and Problem Management

· Change and Configuration Management

· On-going Service Level Management

Service Management

Service Management – Planning, Provisioning, Measuring 

A key aspect of developing a Customer-Focused, Service Management culture is to institute a formal set of processes for determining 

· what services will be offered

· what levels of those services need to be delivered

· how delivery of those services will be measured

· how customer expectations can be managed 

This section describes a service methodology for planning services, determining and measuring required service levels, formally documenting service agreements, and monitoring/reviewing procedures for ensuring adherence to those agreements. These details are given for two express purposes: background/training on Service Management and reference for implementation of future service management components

Service Planning

Service Planning determines what services will be provided, how they will be provided, the expected duration of the service, and the method by which the service will be updated or terminated.

The determination as to which services should be offered initially is based on an evaluation of which service will have the greatest impact on the customer base. Key activities in the Service Planning process:

· Interviews and assessments of customer needs

· Documentation of functional requirements

· High level definitions of each service (draft Service Catalogue)

· Assessment of service delivery options (internal capabilities, service partners, vendors, leverage potential, etc.)

The recommendations for which services will be offered is based on the outcome of the above activities and should be documented in detail in a Service Catalogue (definition of each service – largely a marketing product sheet).  The Service Catalogue is a separate document.

What services will be provided?

***This section needs input from Company X*** - fully detailed service descriptions; provide parameters for dedicated and managed mail similar to the table describing Shared Web Hosting service

Initial services to be offered by Company X will be a managed IT infrastructure from PCs & PDAs, MS-XP, email services, virus protection and backup services. The set of envisioned services are as follows:

· Desktop PC
· Virus Protection
· Managed Mail Service – Managed email boxes

· Email Services
· Backups
· Server Systems
· LAN Networks
· WAN Networks
· VPN and distributed file systems
Detailed service parameters

· Support Services

· Incident Management (first-line support/operations)

· Problem Management (escalation and root cause analysis)

· Service Monitoring (Quality Control – Change/Configuration Mgmt)

· Application Maintenance (performance management, licensing, & upgrades)

· Service Management (SLA, on-going reviewing and reporting)

How will the service be provided?

Services will be provisioned based the processes defined elsewhere by Company X.
Understanding Service Level Management - Service Level Agreements

When implementing the ITIL approach, identifying the services required (or service components if dealing with only one service) is an important first step in meeting the customer’s needs. In addition to identifying the services (service components) required, it is also essential to understand what level of service is required in order for the customer community to make efficient use of the service. Once the required levels are understood (and documented in a Service Level Agreement) Company X must set in place tools, procedures, and policies to ensure those levels are met. This is the role of service level management (SLM). 

Since Company X Management has contracted with the customers to provide service at a certain level, it must, within its own entity, utilize the SLA to determine how it will meet its obligations.  Specifically, Company X must establish measurable objectives it will use to:

· determine how it will support the terms of the agreement

· determine how it will monitor the terms of the agreement

· determine what it will do when an exception occurs

The measures and metrics established for each of these items will be used by Company X to assess their own compliance with the agreement.  To make this process work, the objectives that are identified must be translated to Company X processes.  Company X processes are conducted by people, making it essential that management take ownership of the processes and be accountable for them.  To aid management in monitoring their own processes, HEAT Helpdesk will be implemented to track service levels and report the health of the environment.
Processes

Process Definitions

Incident, Problem, and Change are the processes that are focused on supporting a technical environment. They are intertwined and dependent upon each other. They can be defined as follows:
Incident

Focused on restoring service availability by handling incidents occurring in the infrastructure or reported by users, this process seeks to minimize disruption to the end user.   This process manages the day-to-day support interface between end users and support engineers.  Call management and efficient first-level support are encompassed in this process.

Problem

The dual aims of the Problem Management process are to:

· minimize the impact of escalated incidents (reactive); and

· reduce the number of incidents by addressing root causes of failure (proactive)
This process includes problem control, concerned with avoiding repeat incidents, and known error control, concerned with ensuring that long-term solutions addressing root causes are implemented.

Change

The process which logs all significant changes to the enterprise environment, co-ordinates change-related work orders, prioritizes change requests, authorizes production changes, schedules resources, and assesses the risk and impact on the enterprise environment for all non-routine change requests and maintains the change calendar.  Requests to make changes to the technical infrastructure or any aspect of a Company X service are managed and controlled in this process. There are two processes for managing changes to IT:

· One process is used to manage non-urgent changes that can be scheduled, designed, tested and implemented in a systematic way.

· The other process is used to handle urgent changes that must be expedited, usually to resolve critical problems that seriously impact the system users

Process Policies

The following policies will be adhered to by the Company X staff in support:

Incident

· All incidents will be reported by the Company X in a timely manner, by HEAT, fax or e-mail.

· All incidents reported to the Company X will be recorded, tracked and their resolutions captured in HEAT.

· All incidents will be categorized and prioritized according to severity and status.

· All incidents will be assigned to the appropriate workgroup(s), and owned until closed.

· All incidents will be acknowledged in accordance with the Company X Support Plan.

· Company X will respond to all reported incidents and service requests rapidly with quick solutions to minimize disruption of service to end users.  This will be carried out in accordance with the Company X Support Plan.

· Any incidents or events which cannot be resolved quickly will be referred for in-depth investigation, and escalated to Problem Management.

· The status of escalated incidents and events will be regularly communicated to Customer Support, as well as to Company X management.

· All resolved incidents will be completed in agreement with the customer.  

· All completed incidents will be closed in HEAT and reported back to Customer support.

· Incident metrics will be regularly reported.  

Problem
· Escalated incidents will be recorded with problem management.

· All problems will be assigned ownership.

· All problems will be categorized to ensure the correct priority is assigned.

· Incident and event logs will be monitored to identify trends and recurring instances.

· The root cause of recurring incidents will be identified and analysed.  

· Resolutions and/or workarounds will be recommended, to prevent them from recurring.

· All resolutions/workarounds identified which require changes to the production environment will generate a formal Request for Change.

· Problem management will co-ordinate problem resolution with suppliers. 

· The resolution and/or work around of all problems will be documented and information communicated to help prevent reoccurrence.

· Known Errors will be logged against Configuration Items (CIs)

· Resolution of problems and escalated incidents will be reported back to Incident Management for closure.

· Problem metrics will be regularly reported

Change
· Formal procedures and guidelines will be followed in facilitating the Virtual IT change process.

· All Change Requests will be recorded, approved and tracked in HEAT (or a Change Management Database) by the Change Manager, within the scope and procedures described herein.

· A Change Advisory Board (CAB) will be established to include the necessary management authority to represent operational organisations 
· The CAB will be convened on or conferred with all but “Emergency” and non-production environment changes.

· Only changes that have been tested will be implemented into production, unless the Change Manager agrees to bypass testing due to extenuating circumstances.

· All interested parties will be kept informed of changes which will affect their environment.

· Application developers, technical support analysts and operations personnel will strive to keep each other aware of dependencies and changes to the environment.

· Change procedures will be followed by Company X system consultants, contractors and suppliers, as well as Company X employees.

Process Flow and Procedures
Diagram for Incident, Problem, and Change Management processes.
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Incident

The Incident Management Process begins with the notification of a Service Call (Service Desk function) from the customer or an event triggered from one of the event monitoring tools such as HP OpenView IT/O. The support engineer who accepts the call or acknowledges the event is responsible for initial documentation, field settings, first level trouble shooting, and/or appropriate workgroup assignment.

The incident is logged in HEAT documenting all known facts and prioritized as follows:

	Priority
	Impact
	Urgency

	0 – Natural Disaster
	Severe
	Immediate

	1 – Impacting one or more business units or sites; results in a major financial impact to the company.
	High
	Critical

	2 – Impacts one or more workgroups or departments. Causes production slow down and no acceptable workaround is available
	Medium
	Urgent

	3 – Impacts one person and is a problem with any IT service provided on a day-to-day basis to maintain the customer’s working environment
	Low
	Normal

	4 – Requests for new service, consulting, low priority product assistance or an agreed upon change from a priority 3 incident/problem. Priority set for calls placed through electronic mail.
	None
	Negotiated


The status is determined using the following definitions:

	Status
	Definition

	New
	Ticket is opened, being documented, qualified, prioritized and classified

	Assigned
	A work group has been assigned and the members have been notified.

	Accepted
	A member of the work group has ACCEPTED ownership and the customer has been contacted, and the incident/request is being actively worked..

	Pending
	The incident/request is waiting for something or someone, or a part has been shipped but receipt has not yet been acknowledged, or external support has been contacted, or an event is scheduled (i.e.).

	Completed
	Service has been restored or a technical fix is in place, but has not yet been confirmed by the customer.

	Closed
	Ticket is officially closed with the customer’s consent and agreement.


The support engineer continues to troubleshoot the issue using their personal skills, documentation, knowledge database, etc. until they have either restored service or exhausted their capabilities and require additional resources to continue working towards a resolution.  All activities that occur during troubleshooting are documented in the HEAT ‘ticket’ (dependant on how the event was first detected/notified). 

The Incident process ends when the service is restored (and customer is notified and agrees to closure of the incident) or the incident has been escalated to Problem Management.

Problem

The Problem Management Process either picks up with an escalated incident (an issue that can’t be handled by 1st level support) or is initiated based on operational monitoring activities.

Support engineers who receive escalated incidents should acknowledge receipt of notification and accept ownership for the problem. (Manually via forms and faxes, electronically in HEAT). They should then assign the appropriate workgroup/resource if the initial owner does not have the qualifications for the type of problem received (i.e. Windows 2000 Administrator acknowledged receipt of the incident, but the problem is on an Exchange system).  The appropriate support engineer then works on the problem until it is resolved. They document all activities in HEAT (manually on the Request for Support form) and notify Customer Service when they believe they have fixed the problem (HEAT status becomes ‘Completed’). After Customer Service communicates with the customer and receives agreement to closure of the problem, the ticket in HEAT can be updated with the status of ‘Closed’.

The Problem process ends when the problem has been resolved or the problem resolution requires a change and invokes Change Management.

Change
See Change Control Process Document……………
Process Definitions

The Configuration and Operations Management processes contain the activities necessary for maintaining the technical environment on a day-to-day basis. Their primary focus is to ensure the infrastructure and services are operating normally with an emphasis on stability, reliability, and availability.

Configuration Management

The process which centrally registers and controls Configuration Item attributes, status and relationships. CIs are infrastructure components, or assets, such as: system hardware, software, network hardware and software, people, documentation, software versions, etc.  Information on components, such as CI status, (e.g. proposed or installed), change tracking data, incident data, resource utilization data, etc., are typically stored in a Configuration Management Database (CMDB).  Additionally, the CMDB contains important CI relationship definitions (e.g. Application A is installed on Server K which is connected to LAN 3 via Router X, etc.). This CMDB can be part of the Helpdesk management system such as HEAT or be kept using a tool like MS Visio Enterprise Edition. The latter tool has the advantage of providing a visual guide to the configuration with the configuration/asset data linked to a drawing object or in the case of a server drawing directly linked to individual components in the server.
Operations Management

This process manages and performs normal, day-to-day processing activities required for service delivery in accordance with agreed-upon service levels.  Essentially, this process operates the production environment required to deliver services.

Process Policies

The following policies will be adhered to by the Company X staff in support and agreement with Customer Support:

Company X Configuration Management Policies:

· Configuration Items (CIs) will be described in HEAT.

· The HEAT CI records will be originally designed by the Company X project team/Technical Architects.

· The data in the CMDB will be maintained by the Company X staff, however, the Change Advisory Board is responsible for the validation and integrity of the data

· All additions, changes and deletions to the Configuration Items (CIs) that are within the Scope of this process (see Appendix C) will be implemented through the use of the Company X Change Management procedures.
COMPANY X Operations Policies

· All Company X Configuration Items that have been deployed into the production environment will be monitored by the usage of monitoring tools and software as well as by manning the monitors of the systems.

· All events detected during monitoring that may impact a service will be documented and communicated to Company X management via the Notification Process (as described in the Company X Support Plan)

· All production systems, applications, and specified user data will be backed up per the Backup Design document on a daily, weekly, monthly schedule

· All backup tapes will be stored in an off-site facility.
· All systems, applications, and specified user data will have a restoration plan associated with their backup schedule in the event that a disaster is encountered or a contingency is required

Process Flow and Procedures

Configuration Management and Operations Management process and procedures are fully documented in the Company X Standard Operating Procedures (SOP) manual.
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